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INTRODUCTION

Machine learning (ML) is a branch of artificial intelligence that 
uses scientific computing, mathematics and statistics through 
automated techniques to solve problems based on classifica-
tion, regression and clustering. In recent years, the job descrip-
tion “data scientist”, whose functions include data cleaning, data 
transformation according to the context of the domain and the 
correct application of ML algorithms to obtain the most accurate 
learning model, has become popular. Clustering is an unsupervi-
sed ML technique based on the discovery of patterns or clusters 
of objects according to their geometric position in the n-dimen-
sional vector space as explained by Sandhu and cited by Allo-
ghani et al. (2020). Clustering quality depends on the complexity, 
dimensionality and granularity of the dataset, statistics and data 
distribution; it is applicable to untrained datasets, it is suitable 
in the exploratory stages of large volumes of information, and 
supervised ML techniques can be applied for information predic-
tability purposes according to the context surrounding the area of 
interest (Perez, 2014; Swamynathan, 2017; Deshpande, 2018).

Social demand refers to the need for service and product of the 
professional training process, expressed by interest groups, ai-
med at contributing to national development, as established by 
the quality assurance policy of university higher education and 
the national licensing and accreditation models (Ministerio de 
Educación, 2015; Sistema Nacional de Evaluación, Acredita-
ción y Certificación de la Calidad Educativa [SINEACE], 2016). 
A starting point for this research study was the idea of extracting 
social demand in a systematized manner from employment web 
portals, which have been used since the 1990s as digital spaces 
to which employers in the public and private sector regarded as 
representatives of interest groups turn to as they advertize their 
needs for required job profiles in these spaces. Employment is 
defined as a set of tasks and duties performed or intended to be 

Submitted: 06/12/2021 Accepted: 12/01/2022 Published: 31/12/2022

ABSTRACT

Machine learning is a branch of artificial intelligence that 
uses scientific computing, mathematics and statistics 
through automated techniques to solve problems based 
on classification, regression and clustering. Social 
demand refers to the need for service and product of 
the professional training process, expressed by interest 
groups, aimed at contributing to national development, as 
established by the quality assurance policy of university 
higher education and national licensing and accreditation 
models. In this context, this paper conducts research 
based on job positions of IT professionals posted n web 
portals, designs a machine learning process with an 
unsupervised approach, extracts occupational profiles, 
designs a multidimensional model, applies k-means 
clustering when determining clusters of job positions by 
similarity, and reports the results obtained.

Keywords: machine learning process; clustering; 
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performed by a person. Similarly, an occupation is 
a type of work performed in a job. A person may be 
associated with one or several jobs performed over 
time, which strengthens their resume (Organización 
Internacional del Trabajo [OIT], 2012).

An excerpt of the details of a job posting is shown 
in Table 1. Line 1 refers to the job title; line 2 speci-
fies the job location; line 3 shows the requirements, 
which can be broken down into simple components 
such as education (line 4), work experience (line 5), 
training (line 6) and knowledge (line 7); line 8 lists 
the functions, which refer to the roles and/or respon-
sibilities involved in the job position, the same that 
are made explicit in lines 9-11; lines 12-13 specify 
the training required; lines 14-15 refer to the skills 
that the job applicant must have; and lines 16-17 
specify the type of contract offered by the employer.

The term information technology (IT) was first used 
in the 1958 Harvard Business Review to describe 
the “new technology” in business, associating it with 
the use of computer processing of information, ma-
thematical programming for decision-making and 
simulation through computer programs, as noted by 
Leavitt and Whisler (1958), as cited in Rowe et al. 

(2011); in the last four years, the Information Tech-
nology Curricula 2017 proposed by the Association 
for Computing Machinery (ACM) and the Institute 
of Electrical and Electronics Engineers (IEEE) has 
redefined IT as “the study of systemic approaches 
to select, develop, apply, integrate, and administer 
secure computing technologies to enable users to 
accomplish their personal, organizational, and so-
cietal goals” (p. 18).

The IT graduate is a collaborative problem 
solver, skilled practitioner, or applied re-
search investigator who enjoys getting te-
chnology to work effectively and meet user 
needs in a variety of settings. IT graduates 
work collaboratively to integrate new tech-
nologies in the workplace and community 
and ensure a superior and productive expe-
rience for the user and all the organization’s 
functions. In the corporate environment, IT 
graduates apply their understandings of 
system integration, development, and ope-
ration and deploy and manage IT services 
and platforms that meet the business goals 
and objectives of the organization. In the 
community, IT graduates use their expertise 

Table 1. Detail of a Job Posting.

1.	 Tics Application Programmer Analyst CAS 023
2.	 Lima
3.	 REQUIREMENTS:
4.	 Bachelor’s Degree in Systems Engineering, Software Engineering, Computer Engineering or related.
5.	 Minimum of three (03) years of experience working in public or private organizations.
6.	 Minimum of Java programming 24-hour course and at least Scrum, Kanban or Agile methodologies 24-hour courses.
7.	 Knowledge of Java platform, javascript, json, HTML5, CSS, SOAP and REST services consumption, Angular, PL / SQL, micro-

services, agile development methodologies (Scrum) and the Peruvian Technical Standard: NTP 12207.
	
8.	 Job Functions
9.	 Perform adaptive and perfective maintenance to the existing systems in the institution, according to the functional and operatio-

nal needs in order to maintain the operability of the information system
10.	 Perform the implementation process in the production environment of the functionality, module or information system, so that 

the user areas have an application according to their needs
11.	 Support and provide initial training in the implementation process of the functionality, module or information system developed, 

in order to ensure the correct operation of the systems
	
12.	 Requirements
13.	 Degree in Computer Engineering
14.	 Skills
15.	 Teamwork, Customer-oriented, Result-oriented
16.	 Contract type
17.	 Contract for work and services

Source: Excerpted from Google Jobs Search, Google (2021).
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in implementing a wide range of IT solutions 
to support community members’ projects 
and activities. IT graduates are professio-
nals prepared to perform duties in an ethical 
manner. They are familiar with the various 
laws and regulations that govern the deve-
lopment and operations of the IT platforms 
they maintain. IT graduates can explain and 
justify professional decisions in a language 
that both management and clients unders-
tand. They are aware of the budget implica-
tions of technological alternatives and can 
defend budgets properly. IT graduates have 
extensive practice with properly securing IT 
networks, applications, data centers, and 
online services. They seek secure technolo-
gy solutions without unduly adversely affec-
ting the ability of users to accomplish their 
goals. (Association for Computing Machi-
nery & IEEE Computer Society, 2017, p. 19)

Related works include the research by Qin et al. 
(2018) who proposed a semantic model to improve 
person-job matching for online talent recruitment, 
for which the authors establish a semantic repre-
sentation of job advertisements and candidates’ re-
sumes. In the experimental stage, they use the da-
taset of a Chinese technology company and several 
supervised ML techniques such as logistic regres-
sion, decision trees, random forests, and gradient 
boosting decision tree to assess the accuracy and 
efficiency of the results.

Similarly, Boselli et al. (2018) study the classifica-
tion of online job advertisements by means of su-
pervised ML, their contribution lies in the extraction 
of job advertisements from web portals. For this pur-
pose, they apply webscraping, the dataset is trained 
by domain experts consigning the ISCO taxonomy 
to the profiles and generate machine learning mo-
dels with linear support vector machine (SVM), RBF 
Kernel SVM, random forests (RF) and neural ne-
tworks techniques. For the extraction of skills from 
job postings, they use n-gram text categorization, 
filter low significance n-grams, and involve domain 
experts to establish the ESCO taxonomy.

Lynch (2017) aims to solve an organizational pro-
blem concerning human resources personnel, who 
subjectively determine the job profiles, salary, level 
and responsibility of employees, based on the job 
description, which may result in bias and incon-
sistencies; therefore, his research focuses on the 
analysis of the predictability of job titles based on 
the job description. Lynch collects the job titles from 
a web page, transforms them using natural lan-
guage processing (NLP) and obtains a dataset of 

keywords determined based on term frequency; su-
pervised machine learning techniques such as SVM 
and RF are applied to the resulting model to predict 
the top 30 most frequently occurring job titles.

Marrara et al. (2017) propose an occupational re-
cognition approach on the ISCO taxonomy based 
on the linguistic model; it describes a plausible 
improvement of the WoLMIS project. The experi-
mental testing demonstrated its potential to identi-
fy potential new occupations from the analyzed job 
postings.

The research by Vinel et al. (2019) deals with the 
experimental comparison of unsupervised approa-
ches for discovering specializations of professions 
within the job posting corpus. Various statistical 
methods of text vector representations are experi-
mentally evaluated: TF-IDF, additive regularization 
of topic models (ARTM), neural language models 
based on distributional semantics (word2vec, fast-
text) and deep contextualized word representation 
(ELMo and multilingual BERT). A Russian job va-
cancy dataset is used. and k-means clustering, affi-
nity propagation, BIRCH, agglomerative clustering 
and HDBSCAN techniques are used. They conclu-
de that as long as the number of clusters k-means 
to be obtained is specified in advance the best solu-
tion is obtained by ARTM, if not, word2vec is better.

In this context, the following objectives are establi-
shed: 1) design an unsupervised machine learning 
process, 2) extract the social demand from job web 
portals using webscraping techniques, 3) pre-pro-
cess the information using natural processing lan-
guage techniques, 4) design a multidimensional 
model, 5) populate the multidimensional model, 6) 
apply the unsupervised machine learning technique 
k-means, and 7) evaluate the resulting machine 
learning model. 

The main contribution of this research study con-
sists of proposing and implementing an unsuper-
vised machine learning process that defines a set 
of activities oriented to extract the social demand 
for IT professional jobs from job portals using auto-
mated techniques and to create a k-means machi-
ne learning model based on the recognition of job 
profiles; additionally, visualization perspectives are 
presented using business intelligence techniques. It 
is considered relevant and novel because its appli-
cation would allow knowing, through automation, 
the social demand for professional careers related 
to Information Technologies, which could be applied 
to other disciplinary areas, being a topic of interest 
for the actors responsible for the management of 
academic programs for licensing and accreditation 
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purposes. It can also contribute to the updating of 
the Catálogo Nacional de Perfiles Ocupacionales 
[Peruvian Catalog of Occupational Profiles] (CNPO) 
and to further enrich the repository of qualifications 
of Peru (MNCP).

METHODOLOGY

According to Hernández et al. (2014), this is a qua-
litative research study, as it does not attempt to co-
rrelate variables; it uses the inductive method, as it 
is based on case studies; due to the time of applica-
tion of the variables, it is cross-sectional, as the data 
will be collected at a single moment and time; and, 
due to the nature of the objectives, it is a descriptive, 
non-experimental and applied research, because it 
uses existing knowledge in order to find solutions to 
the problems raised.

The population is made up of the job positions of 
the groups of interest, these being employers repre-
senting the public and private sector, who use job 
portals to launch public job advertisements so as to 
carry out a transparent selection process and recruit 
the best professionals who meet the required crite-
ria. The sampling technique to be used is non-pro-
babilistic and intentional, as it is considered key 
in providing valuable information for the research, 
and includes job ads posted in the last two years. 
The sample was comprised of 8640 job ads publi-

shed between February 2020 and February 2021 
in the following web portals: i) Google Jobs Search 
(3200), ii) Freelancer (2096), iii) Buscojobs (1289), 
iv) Mipleo (724), v) Linkedin (457), vi) Indeed (420), 
vii) Computrabajo (379), viii) Convocatoriatrabajo 
(75).

Research starts with the design of a machine lear-
ning process with an unsupervised approach which 
subprocesses and activities have been customized, 
as shown in Figure 1, where the design formulated 
by Swamynathan (2017, p. 195) is adapted based 
on the stages of the traditional data mining proces-
ses Knowledge Discovery Databases (KDD) and its 
variant Cross-Industry Standard Process for Data 
Mining (CRISP-DM).

The process includes two sub-processes. The first 
involves extracting data related to job profiles of IT 
professionals posted on the main web platforms 
using webscraping techniques and storing it in a 
database in a custom designed schema. A Python 
program including customized functions was de-
veloped for each job portal, considering that each 
one contains its own implementation characteristics 
for modeling data in html, some of which are more 
complex than others. The procedure consisted of 
entering Google Chrome web inspector, specifically, 
the elements tab through which users can access 
and read the document object model (DOM) of the 

Figure 1. Unsupervised Machine Learning.

Source: Prepared by the author.
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Table 2. Excerpt of the Program for the Extraction of Job Postings.

from configuration import *
import webscraping_computrabajo
import webscraping_indeed
from controller import Controller
import datetime
import webscraping_buscojobs
def maledpeti_portal(sitio):
controller = Controller()
con = connect_bd()
palabras = controller.getwords(con)
for filtro in palabras:
carga = {}
carga["pagina"] = sitio["WS_PORTAL_LABORAL"]
carga["cant_paginas"] = sitio["WS_PAGINAS"]
carga["pagina_inicial"] = sitio["WS_PAGINA_INICIAL"]
carga["cant_ofertas"] = sitio["WS_OFERTAS"]
carga["busqueda_area"] = sitio["WS_AREA"]
carga["busqueda"] = ""
carga["id_keyword"]=filtro[0]
set_url_busqueda(carga, sitio, filtro[1])
carga["id_carga"] = controller.registrar_webscraping(con, carga)
if sitio["WS_PORTAL_LABORAL"]=="computrabajo":
listaOferta = webscraping_computrabajo.scraping_ofertas(con, carga["url_principal"], carga["url_prefix"], carga["url_sufix"],carga["pa-
gina_inicial"], carga["cant_paginas"], carga["cant_ofertas"],carga["id_carga"])
elif sitio["WS_PORTAL_LABORAL"]=="indeed":
listaOferta = webscraping_indeed.scraping_ofertas(con, carga["url_principal"], carga["url_prefix"], carga["url_sufix"],carga["pagina_
inicial"], carga["cant_paginas"], carga["cant_ofertas"],carga["id_carga"])
elif sitio["WS_PORTAL_LABORAL"]=="buscojobs":
listaOferta = webscraping_buscojobs.scraping_ofertas(con, carga["url_principal"], carga["url_prefix"], carga["url_sufix"],carga["pagi-
na_inicial"], carga["cant_paginas"], carga["cant_ofertas"],carga["id_carga"])
if __name__ == "__main__":
maledpeti_portal(COMPUTRABAJO)
maledpeti _portal(INDEED)
maledpeti _portal(BUSCOJOBS)

Source: Prepared by the author.

job advertisement, which structures the content of a 
document on the web, generally based on html tags 
of type list (li) or divisions (div), as indicated by MDN 
Web Docs (2005), whose contents were extracted 
with the support of the BeautifulSoup library.

Table 2 shows an excerpt of the program for the 
extraction of job postings in Python programming 
language. From lines 1 to 6, the libraries requi-
red by the program are imported; in line 7, func-
tion maledpeti_portal() is defined, containing the 
programming logic to access the database (line 
9), obtain the keywords by calling the getWords() 
method (line 10). In line 11, an iterative process 
is performed according to the words retrieved in 
line 10, and for each word it will perform the fo-
llowing actions: initialize the load array with the 
values set in the constants WS_PORTAL_LABO-
RAL, WS_PAGINAS, WS_PAGINA_INICIAL, WS_
OFERTAS, WS_AREA, which contain information 

related to the job portal to process, the number of 
pages to read, the start page to read, the number 
of job offers or positions to view, as well as the 
search area, respectively, as a job portal contains 
information of job positions from different discipli-
nary areas. The search parameters are set in line 
20; in line 21, the registrar_webscraping() method 
is called, which is defined in the controller class, 
resulting in database schema population: webs-
craping and job offer tables. To register the job 
description, the actions listed in line 23, 24 and 26 
should be performed, depending on the type of job 
portal, considering that different portals describe a 
different html structure; this procedure is repeated 
for each keyword to be searched for and conside-
red in the word array (line 10). The main method 
can be observed line 28, from which the function 
maledpeti_portal() is invoked using the portal to be 
processed as a parameter to populate the table 
oferta_detalle.
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The second subprocess is the training and valida-
tion of the model, this is subdivided into six activi-
ties, which are detailed below.

Preprocessing. It consists in using text mining 
techniques for the segmentation of the job des-
cription into subunits that are stored in individual 
tuples in a database schema for their subsequent 
classification according to the type of dimension in-
volved. As noted by Swamynathan (2017, pp. 70, 
256), outliers and errors were removed to ensure 
an efficient analysis. It consisted of cleaning the text 
by converting text-type values to uppercase, remo-
ving checkmarks, strange characters, blank spaces, 
texts or words without meanings, and tokenizing the 
job posting. The latter consisted of breaking the job 
description into simple meaningful components to 
which the term “dimension” was assigned.

Table 3 shows an excerpt of the Python code used 
to remove noise. For instance, in line 17, the remo-
ve_tags_html() function is invoked to remove html 
tags found in the text string; in line 18, the incomple-
te_tags_html() function is called to remove incom-
plete html tags found in the job post description text; 
and, in lines 19 and 20, the remove_non_ascii() 
and remove_space() functions are cited to remo-
ve non-ascii codes and blank spaces or characters 

from the beginning and end of the string or paragra-
ph of text corresponding to the job post description.

Design of the Multidimensional Model. The pur-
pose of this activity was to organize the elements 
comprising a job position. Following Kimball and 
Ross (2002), the snowflake scheme characteristic 
of a high granularity data mart was used, consisting 
of a fact table “job positions” and 14 main dimen-
sions such as category, job title, profile, web portal, 
employer, city, salary, period, function, knowledge, 
competencies, skills, qualifications, benefits and 
education, as can be seen in Figure 2.

Using a multidimensional scheme to model the in-
formation made it possible to appreciate the data 
from different perspectives, as can be seen in Fi-
gure 3, which shows the set of dashboards of the 
project created with the business intelligence tool 
Power BI 2.99.862.0. The information refers to job 
positions for IT professionals, organized by period, 
website, company, functions, competencies, skills, 
benefits and salary; it is also possible to incorporate 
other dimensions. Four main perspectives are ob-
served, the first one displays the percentage of job 
positions per web page, where the highest percen-
tage for 2021 corresponds to Google Jobs Search 

Table 3. Python Code for Noise Removal.

from configuration import *
from controller import Controller
from preprocessing import PreProcessing
from dbconnection import Connection
import numpy as np
from bs4 import BeautifulSoup

if __name__ == "__main__":
controller = Controller()
preprocessing = PreProcessing()
con = connect_bd()
oferta_detalle = controller.dbofertadetalle
datos = oferta_detalle.select_ofertadetalle_dimension(con,3)
datos = np.array(datos)
i = 1
matrix = [fila[i] for fila in datos]

#normalizar data
matrix = preprocessing.remove_tags_html(matrix)
matrix = preprocessing.remove_incomplete_tags_html(matrix)
matrix = preprocessing.remove_non_ascii(matrix)
matrix = preprocessing.remove_space(matrix)
#modificar la columna de descripcion
for indice in range(0,len(matrix)):
datos[indice][1] = matrix[indice]

Source: Prepared by the author.
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Figure 2. Multidimensional Model.

Source: Prepared by the author.

Figure 3. MALEDPETI Project Dashboards.

Source: Prepared by the author.
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with 40.18%, while the other web pages exhibit a 
smaller percentage for the same period.

A pie chart shows the transversal, soft, social and 
organizational skills that employers usually requi-
re; it is evident that effective communication, tea-
mwork, analytical skills, proactivity and initiative are 
the most in-demand skills in the job profiles of IT 
professionals. Additionally, it shows the main IT pro-
files required by employers such as banks, financial 
companies, mining companies, service companies 
and retailers; as for the public sector, ministries, 
municipalities, among other governmental institu-
tions. The fourth dashboard shows the demand for 
job profiles by period, where “developer”, “technical 
support”, “programmer analyst”, “quality analyst”, 
“fullstack developer” were among the most in-de-
mand in 2021.

Unsupervised Machine Learning. At this stage, 
clustering, an unsupervised technique based on the 
determination of clusters grouped by similarity of 
data points with respect to their geometric position 
in the vector space, is applied; it is a descriptive and 
classification technique independent of any formal 
model, which does not assume the existence of 
dependent or independent variables, and does not 
require trained datasets for its analysis; the models 
are created automatically based on data recognition 

(Perez, 2014; Swamynathan, 2017; Deshpande, 
2018). The logic of the k-means algorithm is defined 
in Sierra (2006) as shown in Figure 4:

Additional to the proposals of Sierra (2006) and 
Swamynathan (2017), there are several variants of 
the k-means algorithm in the literature, focused on 
achieving good quality of the clustering results and 
avoid depending on the number of clusters to ob-
tain. The non-convergence in results can be mentio-
ned among the incidents reported in the application 
of the algorithm, which may be due to the number of 
clusters k chosen or to the absence of cluster struc-
ture in the data, according to Sierra (2006, p. 290). 
The k-means++ algorithm used in this research was 
proposed by Arthur and Vassilvitskii (2007), and it 
is a way of initializing k-means based on the deter-
mination of random centroids with very specific pro-
babilities that achieves substantial improvements 
in terms of precision and speed with respect to the 
traditional Lloyd’s k-means method. The kmeans++ 
algorithm requires to specify the value of k clusters 
to be obtained as an input parameter. Therefore, 
following Nerurkar et al. (2018), the Elbow method 
was used to estimate the ideal number of k clusters 
as a function of the inflection point in the graph; the 
objective function of the algorithm is to minimize the 
sum of squared distances in the k clusters. The for-
mula can be seen in expression 1:

SSE = ∑ ∑ ‖𝑥𝑥𝑖𝑖 − 𝑐𝑐𝑘𝑘‖2, 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑐𝑐𝑘𝑘 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.(𝑥𝑥𝑖𝑖∈ 𝑘𝑘)
𝑘𝑘
𝑘𝑘=1    (1)

Source: Taken from Empirical Analysis of Data Clustering Algorithms (p. 2), by Nerurkar et al. (2018), Procedia Computer Science 125(1).

i. From among the  𝑛𝑛 cases choose 𝑘𝑘 which we will call seeds and set 𝑐𝑐𝑗𝑗  , 𝑗𝑗 = 1,⋯𝑘𝑘, Each 

seed 𝑐𝑐𝑗𝑗  will represent cluster 𝐶𝐶𝑗𝑗(𝑗𝑗 = 1,⋯𝑘𝑘). 

ii. Assign case 𝑖𝑖 to cluster 𝐶𝐶𝑗𝑗  when ⅆ(𝑥𝑥𝑖𝑖, 𝑐𝑐𝑗𝑗)=mín𝑙𝑙=1,….,𝑘𝑘, ⅆ(𝑥𝑥𝑖𝑖, 𝑐𝑐𝑙𝑙). That is, each case is 

assigned to the cluster with the closest seed point. 

iii. Steps 1 and 2 provide an initial partitioning of the cases. 

iv. Calculate the improvement that would occur in the chosen criterion (minimize 𝑡𝑡𝑡𝑡(𝑊𝑊), 
minimize ⅆ𝑒𝑒𝑒𝑒(𝑊𝑊), etc…) by assigning a case to another cluster. 

v. Make the change that leads to the greatest improvement in the clustering criterion. 

vi. Repeat steps 3 and 4 until the chosen criterion stops improving. 

 Figure 4. K-means Algorithm.

Note. The figure displays the logical sequence of the k-means clustering algorithm.
Source: Taken from Aprendizaje Automático conceptos básicos y avanzados, Aspectos prácticos utilizando el software WEKA (p. 290), 

by B. Sierra, 2006, Pearson Prentice Hall.
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Using the k-means technique with software Weka 
3.8.5, a cluster-based model was determined; the 
k-means algorithm implemented by Weka is the 
one proposed by Arthur and Vassilvitskii (2007). Se-
veral functions are available from the interface for 
the calculation of distances: Chebyshev, Euclidean, 
Filtered, Manhattan and Minkowski. Another rele-
vant aspect is the initialization method: Random, 
k-means++, Canopy and Farthest first, which are 
parameters required by the algorithm, as well as the 
number of clusters to determine and the maximum 
number of iterations.

Line 1 of Table 4 shows the algorithm execution pa-
rameters in Weka with a fourteen-dimensional data-
set, 15 clusters, k-means++ as initialization method 
and euclidean as distance function. The result yiel-
ded the following metrics: 7145 instances evalua-
ted, 6 iterations performed and a sum of squared 
errors of 34 696.82. Table 5 shows that cluster #5 is 
the most significant cluster as it groups the highest 
number of instances. It shows that 17% of the job 
positions for IT professionals correspond to 2020 
and to the job profile “fullstack developer” posted in 
“Google Jobs Search” to work in a company in the 

city of “Lima-Peru”, the salary is “not specified”, the 
main function to be performed is “development and 
implementation of software projects”, the applicant 
is required to demonstrate “knowledge of databa-
se”, the main competency is “development in Java 
programming language”, “effective communication” 
is one of the important soft skills for the job, the 
applicant must be “certified in Scrum”, the company 
offers “job stability”, and the applicants must be 
“graduates or Bachelors of Systems Engineering, 
Computer Science or related”.

Considering a reduction of the dimensionality of 
the dataset to six, the resulting metrics are shown 
in line 2 of Table 4, where it can be observed that 
the algorithm performed 4 iterations with a sum of 
squared error of 16 027.00, much lower with res-
pect to the 14-dimensional dataset. Table 6 shows 
cluster #3 with 2318 instances (33%) as the most 
representative and reveals that job profile “develo-
per” is the most requested by employers, the main 
function is “development and implementation of sof-
tware projects”, “database knowledge” is required, 
“competence in Java programming language” must 
be demonstrated, “effective communication” is one 

Table 4. Results of K-means Clustering with Weka.

No. Technique Instances No. of Dim. No. of Clus-
ters Init. Method No. of Iter. SE2 

(Intra-Cluster)
1 Kmeans/Weka 7 145.00 14 15 k-means++ 6 34 696.82

2 Kmeans/Weka 7 006.00 6 15 k-means++ 4 16 027.00

Source: Prepared by the author.

Table 5. Cluster #5 14-Dimensional Dataset.

Cluster #5 Instances: 1239 (17%)
Category: DEVELOPER
Job Profile: FULLSTACK DEVELOPER
Web page: GOOGLE JOBS SEARCH
Company: NOT SPECIFIED
City: Lima
Salary: NOT SPECIFIED
Period: 2020
Functions: DEVELOPMENT AND IMPLEMENTATION OF SOFTWARE PROJECTS
Knowledge: DATABASE KNOWLEDGE
Competencies: JAVA
Skills: EFFECTIVE COMMUNICATION
Qualifications: SCRUM CERTIFICATION
Benefits: JOB STABILITY
Education: GRADUATE OR BACHELOR’S DEGREE IN SYSTEMS ENGINEERING, COMPUTER 
SCIENCE OR RELATED FIELDS

Source: Prepared by the author.
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of the most requested soft skills, and the greatest 
benefit offered by the employer is “job stability”.

RESULTS AND DISCUSSION

The design of an unsupervised ML process made it 
possible to clearly establish the steps follow to de-
termine the social demand for IT professional jobs. 
The proposed process involved two sub-processes: 
the first one comprised the extraction and storage 
of data concerning the employment profiles of IT 
professionals, obtained from the main web platfor-
ms using Webscraping techniques, and the second 
sub-process involved clustering and model valida-
tion activities.

Upon completion of the experimental phase of the 
k-means unsupervised ML technique with Weka, 
the metrics obtained were shown in Table 4. Con-
sidering the 14-dimensional dataset, the “sum of 
squared errors” metric was higher than the 6-di-
mensional one; the impact on the number of itera-
tions required to form the 15 clusters is also shown, 
which was reduced from six to four iterations.

Using a multidimensional model to model the in-
formation of the job positions made it possible to 
obtain different perspectives on the behavior of the 
information, such as the functions required for the 
job profiles, some of which are shown in Figure 5. 
The same function is required for several job pro-
files, each color of the bar represents a profile, for 
example: the function “project management” is one 
of the tasks that would be performed by the profiles 
“web developer”, “system administrator”, “project 
manager”, “developer”, “CMS developer”, “software 
architect”, “IT security analyst”, “QA analyst”, “Cloud 
analyst” and “network and communications admi-
nistrator”. Similarly, the other functions outlined in 
Figure 5 can be analyzed.

Another important factor in a job posting is the be-
nefits offered by employers, the highest percentage 

of which corresponds to the legal rights according to 
the type of position. Based on the results, the most 
frequently offered benefit is “job stability”, followed 
by “career path”, “corporate benefits”, “health insu-
rance” and “continous learning”, while very few em-
ployers offer “profit sharing”.

A high variability of salaries offered by private sector 
companies and, to a lesser extent, by public orga-
nizations has been determined. A large percentage 
of companies do not specify the salary in the job 
offer, they tend to state “not specified”, “commen-
surate with the market rate”, “commensurate with 
responsibility”, “commensurate with experience and 
knowledge”, “commensurate with specific project” 
and “subject to evaluation”. Other employers did 
state the salaries offered, as was the case for “de-
veloper” and related job profiles, for which the sa-
laries offered range between <3000; 6000> soles.

The competencies that the applicant for an IT job 
position must possess may not be exclusive to a 
particular profile. An example of this is the technical 
competency “designing the software architecture”, 
which is more relevant for the “developer” category, 
but is also required for “architect” and “manager” 
categories, and is less so for “systems analyst” ca-
tegory. The other competencies can be analyzed 
under the same logic.

Also, the “data engineer” profile requires demons-
trating compliance with technical competencies 
such as AWS, database, big data, cloud computing, 
data science, data warehouse, software develop-
ment, development platform, ETL and process ma-
nagement. Similarly, the competencies required in 
each job profile can be analyzed systematically.

Soft skills are other elements of information of high 
value in a job position, among the most demanded 
transversal skills are “effective communication”, 
“teamwork” and “analytical skills”; “resilience” is a 
skill that is being increasingly demanded given the 
current pandemic context.

Table 6. Cluster #3 6-Dimensional Dataset

Cluster #3 Instances: 2318 (33%)
Job Profile: DEVELOPER
Functions: DEVELOPMENT AND IMPLEMENTATION OF SOFTWARE PROJECTS
Knowledge: DATABASE KNOWLEDGE
Competencies: JAVA
Skills: EFFECTIVE COMMUNICATION
Benefts: JOB STABILITY

Source: Prepared by the author.
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CONCLUSIONS

1.	 This research study proposes an unsupervised 
ML process to determine the social demand 
for IT professional jobs. The proposed process 
involved two sub-processes: the first one com-
prises the extraction and storage of data con-
cerning the employment profiles of IT profes-
sionals, obtained from the main web platforms 
using webscraping techniques, and the second 
sub-process involves clustering and model vali-
dation activities.

2.	 A multidimensional model consisting of a fact 
table “job positions” and 14 main dimensions 
such as category, job title, profile, web portal, 
employer, city, salary, period, function, knowle-
dge, competencies, skills, qualifications and be-
nefits was designed. Supported by a business 
intelligence tool, it allowed to determine the be-
havior of social demand through different pers-
pectives, according to the dimensions identified 
for this purpose.

3.	 Unsupervised ML was applied using the 
k-means clustering technique to determine the 

behavior of the social demand, based on the 
clusters generated by similarity of points with 
respect to their geometric position in the vector 
space, creating models automatically from the 
recognition of the data. The parameters used 
in the execution of the algorithm, the number of 
iterations determined and the intra-cluster me-
tric are shown in Table 4.

4.	 The characteristics of the identified patterns, 
considering 14 and 6 dimensions respectively, 
are shown in Tables 5 and 6, and their signifi-
cance is detailed in the results and discussion 
section.

5.	 This proposal can be used in three scenarios: 
i) to systematize social demand, relevant to de-
cision makers in the management of academic 
programs for licensing and accreditation purpo-
ses, ii) to update the Peruvian Catalog of Occu-
pational Profiles (CNPO), according to the so-
cial demand for IT professions and also to other 
areas of knowledge, and iii) to systematically 
populate the repository of qualifications of Peru 
(MNCP).

Figure 5. Transversal Functions to Job Profile.

Source: Prepared by the author.
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