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ABSTRACT

In this study the ability of artificial neural network (ANN) in forecasting the daily NASDAQ stock exchange rate was investigated. Several feed forward ANNs that were trained by the back propagation algorithm have been assessed. The methodology used in this study considered the short-term historical stock prices as well as the day of week as inputs. Daily stock exchange rates of NASDAQ from January 28, 2015 to June 18, 2015 are used to develop a robust model. First 70 days (January 28 to March 7) are selected as training dataset and the last 29 days are used for testing the model prediction ability. Networks for NASDAQ index prediction for two type of input dataset (four prior days and nine prior days) were developed and validated.

© 2016 Universidad ESAN. Published by Elsevier España, S.L.U. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

In studying some phenomenon, developing a mathematical model to simulate the non-linear relations between input and output parameters is a hard task due to complicated nature of these phenomena. Artificial intelligent systems such as artificial neural networks (ANN), fuzzy inference system (FIS), and adaptive neuro-fuzzy inference system (ANFIS) have been applied to model a wide range of challenging problems in science and engineering. ANN displays better performance in bankruptcy prediction than conventional statistical methods such as discriminant analysis and logistic regression (Quah & Srinivasan 1999). Investigations in credit rating process showed that ANN has better prediction ability than statistical methods due to complex relation between financial and other input variables (Hájek, 2011). Bankruptcy prediction (Alfaro, García, Gámez, & Elizondo, 2008; Lee, Booth, & Alam, 2005; Baek & Cho, 2003), credit risk assessment (Yu, Wang, & Lai, 2008; Angelini, Di Tollo, & Roli, 2008), and security market applications...
Artificial neural network

A neural network is a bio-inspired system with several single processing elements, called neurons. The neurons are connected each other by joint mechanism which is consisted of a set of assigned weights.

MLP is a common approach in regression-type problems. MLP network has three layers: input layer, output layer, and hidden layer. Neuron takes the values of inputs parameters, sums them up according to the assigned weights, and adds a bias. By applying the transfer function, the value of the outputs would be determined. The number of neurons in input layer corresponded to the number of input parameters. The architecture of a typical MLP is presented in Figure 1.

In mathematical terms, the performance of neuron $P$ can be described as follows:

\[ y_P = \varphi(u_P + b_P) \]  
\[ u_P = \sum_{i=1}^{n} w_{P1}x_i \]  
\[ y_{Pm} = \frac{1}{1 + \exp(-y_P)} \]

where $x_1, \ldots, x_n$ are the input parameters; $w_{P1}, \ldots, w_{Pn}$ are the connection weights of neuron $P$; $u_P$ is the input combiner; $b_P$ is the bias; $\varphi$ is the activation function; and $y_P$ is the output of the neuron.

In this study feed forward artificial neural networks that were trained by the back propagation algorithm has been used. There are several learning techniques such as scaled conjugate gradient (SCG), Levenberg-Marquardt (LM), one step secant (OSS), gradient descent with adaptive learning rate (GDA), gradient descent with momentum (GDM) etc. that are using for training and developing the constructed models.

4. Predicting NASDAQ index

The methodology used in this study considered the short-term historical stock prices as well as the day of week as inputs. The overall procedure is governed by the following equation:

\[ y(k) = f(y(k - 1), y(k - 2), y(k - 3), \ldots, y(k - n), D(k)) \]

where $y(k)$ is the stock price at time $k$, $n$ is the number of historical days, and $D(k)$ is the day of week.

Daily stock exchange rates of NASDAQ from January 28, 2015 to 18 June, 2015 are used to develop a robust model. First 70 days (January 28 to March 7) are selected as training dataset and the last 20 days are used for testing the model prediction ability. For constructing the model, training, and testing procedure MATLAB software R2010a was used. The performance of ANNs was evaluated using the data of Taiwan stock market. Qiu, Liu, and Wang (2012) developed a new forecasting model on the basis of fuzzy time series and C-fuzzy decision trees to predict stock index of Shanghai composite index. Atsalakis and Valavanis (2009) developed an adaptive neuro-fuzzy inference controller to forecast next day’s stock price trend. They reported the potential ability of ANFIS in predicting the stock index.

Nomenclature

- ANN: artificial neural networks
- BPNN: back propagation neural network
- RBFNN: radial basis function neural network
- ANFIS: adaptive neuro-fuzzy inference system
- MLP: multi-layer perceptron
- PNN: probabilistic neural network
- GFNN: genetic algorithm based fuzzy neural network

\(||\begin{array}{|c|} \hline \\
\text{x} & \text{input parameter} \\
\text{w}_P & \text{connection weight of neuron P} \\
\text{u}_P & \text{input combiner} \\
\text{b}_P & \text{bias} \\
\text{\varphi} & \text{activation function} \\
\text{y}_P & \text{output of the neuron} \\
\text{SCG} & \text{scaled conjugate gradient} \\
\text{LM} & \text{Levenberg-Marquardt} \\
\text{OSS} & \text{one step secant} \\
\text{GDA} & \text{gradient descent with adaptive learning rate} \\
\text{GDM} & \text{gradient descent with momentum} \\
\text{y}(k) & \text{stock price at time } k \\
\text{D}(k) & \text{day of week} \\
\text{R}^2 & \text{determination coefficient} \\
\text{MSE} & \text{mean square error} \\
\text{ypred.} & \text{predicted value} \\
\text{yexp.} & \text{experimental value} \\
\hline \\
\end{array}||\)
MSE represents the average squared difference between the predicted values estimated from a model and the actual values. MSE was determined by the following equation:

\[ \text{MSE} = \frac{\sum (y_{\text{pred.}} - y_{\text{exp.}})^2}{M} \]  

(5)

where \( y_{\text{exp.}} \) and \( y_{\text{pred.}} \) were experimental and predicted values, respectively, and \( M \) was the total number of data.

5. Result and discussion

In this section several networks for NASDAQ index prediction for two input dataset (four prior days and nine prior days) were developed and validated. Then the optimized network structure for both type of dataset was selected according to their abilities in prediction.

5.1. Four prior working days

In Table 1 the values of \( R^2 \) for different training algorithms and transfer function of a BPNN with 20-40-20 neurons in hidden layers have been shown. In experiments 1 through 3, networks were trained by LM, in experiments 4 through 6 by OSS, and in experiment 7 by GDA method. As is shown, applying OSS training method and TANSIG transfer function resulted in an optimized trained network according to the values of \( R^2 \) of validation dataset.

Networks with transfer function of TANSIG or PURELIN and training functions of GDA were not able to generate a robust model (not shown). Accordingly, in the next experiments in the current study OSS and TANSIG were selected as training method and transfer function, respectively.

In Table 2 configurations of MLP are presented. The data achieved from 99 days of NASDAQ index were randomly divided into training set (60%), validation set (20%), and testing set (20%). On the basis of the preliminary study, the training method and transfer function were OSS and TANSIG, respectively. The architecture of the neural network was optimized by applying different values for the number of hidden layers and number of neurons in each hidden layer. Sixteen networks with different architectures

<table>
<thead>
<tr>
<th>No.</th>
<th>Training function</th>
<th>Transfer function</th>
<th>( R^2 ) Train</th>
<th>( R^2 ) Test</th>
<th>( R^2 ) Validation</th>
<th>( R^2 ) Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LM</td>
<td>TANSIG</td>
<td>0.9925</td>
<td>0.9869</td>
<td>0.8864</td>
<td>0.974</td>
</tr>
<tr>
<td>2</td>
<td>LM</td>
<td>PURELIN</td>
<td>0.9457</td>
<td>0.9675</td>
<td>0.9027</td>
<td>0.9395</td>
</tr>
<tr>
<td>3</td>
<td>LM</td>
<td>LOGSIG</td>
<td>0.9989</td>
<td>0.9698</td>
<td>0.7339</td>
<td>0.9475</td>
</tr>
<tr>
<td>4</td>
<td>OSS</td>
<td>LOGSIG</td>
<td>0.9166</td>
<td>0.9133</td>
<td>0.8669</td>
<td>0.9069</td>
</tr>
<tr>
<td>5</td>
<td>OSS</td>
<td>PURELIN</td>
<td>0.7016</td>
<td>0.8824</td>
<td>0.8230</td>
<td>0.7675</td>
</tr>
<tr>
<td>6</td>
<td>OSS</td>
<td>TANSIG</td>
<td>0.9386</td>
<td>0.8917</td>
<td>0.9408</td>
<td>0.9267</td>
</tr>
<tr>
<td>7</td>
<td>GDA</td>
<td>LOGSIG</td>
<td>0.9016</td>
<td>0.8308</td>
<td>0.8497</td>
<td>0.8649</td>
</tr>
</tbody>
</table>

Elaborated by the authors.
were generated, trained, and tested. R2-values of training set, validation set, and total data were calculated, but only the R2-value of validation was considered to select the optimized architecture of network. It is found that networks with four hidden layers and more were not able to be trained and to generate a robust model (these networks were not shown). As seen in Table 2, R2 had desirable values (maximum value) when the number of hidden layers was 2 and the numbers of neurons in hidden layers were 40. It is worthwhile noting that any changes in number of neurons would influence the model proficiency. For example, as seen in Table 2 although a network with 5-5 had acceptable R2 validation (0.8631) but a network with 5-10 neurons had poor prediction ability.

Figure 2 shows the predicted data generated by the optimized BPNN (two hidden layer with forty neurons) against the observed NASDAQ index for training, validation, testing, and total data. Figure 3 shows the real and predicted NASDAQ index values for four prior days in 99 days from 28 January to 18 June 2015.

5.2. Nine prior working days

Similar to four prior days, the values of R^2 for different training algorithms and transfer function of a MLP with 20–40–20 neurons in hidden layers have been generated and tested. Accordingly, applying OSS training method and LOGGSIG transfer function resulted in an optimized trained network according to the values of R^2 of validation dataset (0.9622).
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